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A coupled finite clement--integral equation technique has been dcvclopcd  for modeling fields scat(crcd  from

inhomogcnous,  three-dimensional objects of arbitrary shape. The method incorporates a finite element model of

fields in and near the scattcrcr with an integral equation that models fields on an arbitrary srrrfacc  of revolution very

near and circumscribing the scattcrcr. The integral equation is used to efficiently t I uncate the computational mesh

without approximation. This method has also been cxtcndcd  to include various anlcnna  radiators by modeling source

ticlds such as those of a wavcguidc  or coaxial feed and probe.

Finite element simulations bccornc useful when stages of the computation- computer aided modeling, mesh

generation, numerical solution of the discrctizcd system, and field display-+an be accomplished in a realistic amount

of time for cnginccring design. Computer aided modeling of the volumetric regions of lhc scatterer or antenna, and

the accurate generation of a finite clcmcnt mesh that models the fields in these volumetric regions is typically

accomplished using commercial pWkagcs. This stage must bc closely linked to the specific algorithm used in the

numerical solution of the fields. fior  example, in this work, Whitney edge clcrncnts  are used to model fields in the

region in and about the scattcrcr or antenna out to the minimal surface of revolution circumscribing the object. The

stage of volumetric modeling and mesh generation can be time consuming for realistic structures, and presents onc

hurdle to cfficicnt  finite clcmcnt simulations.

A second hurdle involves the efficient solution of the fields modeled by the finite element mesh. This stage

involves both the storage of the sparse system of equations modeling the systcm, and an cfticicnt  solution of the

systcm, The systcm can grow large when modeling elcetlically  larg,c structures, and considerable attention must bc

given to storage and solution algorithms. An iterative solver can bc used to efficiently SOIVC  this systcrn without

exccssivc  mcrnory USC, and in a minimal amount of time if the convcrgcncc  rate is controlled. Factorization

algorithms can also bc attempted, but they typically do not allow the solution of the Iargc systems needed for

realistic modeling in cnginccring design due to excessive rncmory USC.

13ccausc of the Iargc memories and speed of computation, scalable parallel computers can be used to address

the issues outlined above. This talk will outline the issues in implementation, and the results of developing the

coupled finite clcmcnt-integral equation modeling software on a scalable parallel processor. The steps nccdcd to

interface the numerical solution code to the computer aided rnode]illg  and mesh generation will bc outlined, as WCII

as the implementation of a solver of (hc partitioned systcm of equations resulting from coupling the two

formulations. This step involved the dcvclopmcnt  of a parallel iterative solver for a Iargc sparse systcm of

equations. Results will bc prcscntcd for realistic scattcrcIs rnodclc(i  by several-hundred thousand finite clcmcnts as

WCII as different antenna radiators.


